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ABSTRACT : A neurodegenerative disease that affects the brain's neurological, physiological, and behavioral 

systems, Parkinson's disease (PD) is difficult to diagnose early because of its subtle symptoms. Slowness of 

movement, or bradykinesia, is a hallmark PD symptom that usually first appears in middle adulthood and 

gradually worsens. Verbal communication impairment is one of the major effects of Parkinson's disease. 

Support Vector Machine (SVM), Naïve Bayes, k-Nearest Neighbors (k-NN), and Artificial Neural Networks 

(ANN) were among the supervised classification techniques used in this study to identify speech-related 

abnormalities linked to Parkinson's disease. Using the combined predictive strength of several models that were 

trained separately, ensemble learning techniques were used to improve diagnostic robustness. In particular, the 

following four ensemble algorithms were compared: majority voting, weighted voting, bagging, and AdaBoost. 

The 195 speech signal samples in the dataset included 48 samples from healthy controls and 147 samples from 

people with Parkinson's disease. The results of the experiments showed that ensemble approaches performed 

noticeably better than individual classifiers. Using a majority voting ensemble that integrated Decision Tree, k-

NN, and SVM classifiers, the highest accuracy of 95.3 percent was attained, highlighting the effectiveness of 

ensemble techniques in improving PD detection of speech patterns. 

 

Keywords  - neurodegenerative disorder, Parkinson's disease; machine learning, disease prediction, adaboost, 

bagging, majority voting, soft voting, ensembled. 

 

I. INTRODUCTION  
 The Parkinson’s disease (PD) is a progressive neurological disorder characterized by motor symptoms 

such as tremors, rigidity, bradykinesia, and postural instability. One of the fundamental pathological features of 

PD is the depletion of dopamine levels in the brain, which adversely affects both motor and physical functioning. 

Globally, PD is recognized as one of the most prevalent neurodegenerative diseases. The neurological symptoms 

associated with PD emerge sporadically and tend to intensify over time due to the progressive nature of neuronal 

damage [1]. 

 Aging significantly contributes to the onset and progression of PD, primarily due to structural and 

functional changes in the brain, including the reduction of synaptic connections and alterations in 

neurotransmitter and neurohormone levels. As individuals age, neuronal regeneration diminishes, exacerbating 

the deterioration of brain function. These neurological and biochemical changes often remain undetected until the 

disease has advanced to a stage requiring medical intervention [2]. 

 The manifestation of PD symptoms varies significantly among individuals. Common signs include 

impaired speech, memory loss, imbalance, and abnormal posture [3]. According to a 2019 report by the World 

Health Organization (WHO), approximately 8.5 million individuals are diagnosed with PD annually, making it 

the second most common neurodegenerative disorder after Alzheimer’s disease [4, 5]. Although PD 

predominantly affects the elderly, around 4% of diagnosed individuals are under the age of 50 [4]. 

 At present, no cure for PD exists. Clinical management is primarily symptomatic, with no therapeutic 

interventions available to halt or reverse disease progression [6]. Additionally, the absence of a definitive 

diagnostic test for PD means that diagnosis heavily relies on clinical history and the presentation of symptoms 

[7]. Given that existing diagnostic procedures are often invasive, costly, and logistically demanding, the 

development of accessible and reliable diagnostic alternatives is of paramount importance [8]. 

 In recent decades, machine learning (ML)—a subfield of artificial intelligence (AI)—has emerged as a 

promising tool for the early detection and diagnosis of PD. ML models, when used alongside conventional 
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diagnostic practices, have demonstrated potential in enhancing diagnostic accuracy [9]. Among the physiological 

indicators of neurological disorders, gait abnormalities have been identified as significant due to their frequent 

manifestation in daily activities. Gait analysis, being non-invasive, presents an attractive diagnostic alternative, 

particularly in home settings [10, 11]. Some studies have explored the offline implementation of multiple ML 

algorithms to automate the diagnostic process [12, 13]. 

 Speech impairments are also frequently observed in the early stages of PD. Disorders such as 

hypophonia (reduced vocal loudness), dysphonia (disrupted vocal quality), and echolalia (involuntary repetition 

of words) are notable vocal anomalies associated with the disease. Modern computational tools can analyze 

acoustic data derived from human speech, offering another avenue for non-invasive PD diagnosis [14]. 

 

II. LITERATURE SURVEY 
 This research distinguishes itself from previous studies by developing diagnostic systems capable of 

accurately differentiating between individuals with Parkinson's disease (PD) and healthy subjects through the 

analysis of speech data using a wide array of machine learning (ML) tools and approaches. To enhance diagnostic 

accuracy, M. AI-Sarem et al. [15] proposed a multi-algorithmic framework involving CatBoost, Random Forest 

(RF), and Extreme Gradient Boosting (XGBoost) for the diagnosis of PD. Their comparative analysis of these 

ensemble classifiers provided insights into the performance differentials of these advanced ML models. 

A notable contribution to audio-based diagnosis was made by T. J. Wronge et al. [16], who introduced a Voice 

Activity Detection (VAD) approach for predicting PD. In their methodology, raw audio recordings underwent 

preprocessing steps to eliminate background noise. Subsequently, two distinct feature extraction algorithms were 

applied, followed by classification using ML techniques. 

 Additionally, K. R. Wan et al. [17] focused on function selection (FS) in the context of neurosurgery, 

specifically during surgical procedures involving PD patients. Their study applied ML algorithms to accurately 

localize the anatomical regions targeted for intervention, thus emphasizing the post-diagnosis application of ML 

in PD treatment. 

 Motion-based detection of PD was explored by Cavallo et al. [18], who collected kinematic data from 

the upper limbs of both PD patients and control subjects. Using implanted motion sensors, participants were 

instructed to perform a range of physical tasks. The collected data were analyzed via spatiotemporal and 

frequency domain techniques, followed by classification using multiple supervised learning algorithms. 

Further, J. S. Almeida et al. [19] employed various feature extraction and ML methodologies to identify PD, 

particularly emphasizing phonation as a principal feature for diagnosis. Their comparative study evaluated the 

performance of classifiers such as k-Nearest Neighbors (K-NN), Multilayer Perceptron (MLP), Optimum Path 

Forest, and Support Vector Machine (SVM). Similarly, Parisi et al. [20] enhanced speech-based PD identification 

by applying Artificial Neural Networks (ANNs) for dimensionality reduction, followed by SVM for 

classification. 

 Beyond speech and motion data, researchers have also investigated handwriting analysis as a diagnostic 

modality for PD, exploring its utility as a behavioral biomarker [21]. 

While these prior studies have reported promising classification accuracy, they often suffer from drawbacks such 

as the use of extensive feature sets—resulting in increased computational costs—or difficulty in extracting 

reliable features even from minimal datasets. These challenges underline the need for optimized feature extraction 

techniques that balance efficiency and accuracy. 

 Accordingly, the current study aims to reduce computational complexity by identifying a minimal yet 

highly informative set of speech features for classification. Compared to methods based on magnetic resonance 

imaging (MRI) or motion data, speech-based feature acquisition is both non-invasive and easier to implement, 

making it highly suitable for scalable and accessible diagnostic systems. The central goal of this research is to 

explore machine learning approaches for the early prediction of Parkinson's disease using optimized speech-

derived features. 

 

III. PROPOSED METHODOLOGIES 
 In this section, we will cover the features extraction approaches, the traditional classifiers that are used 

for assembling, which are also known as base classifiers, as well as the ensemble classifier that has been 

recommended. By utilizing the Speed up Robust Features techniques, the initial part of the procedure involves the 

extraction of the features that are contained inside the dataset. The values of the extracted features are then 

entered into the basic classifiers, which can include types such as SVM, DT, LR, RF, MLP, NB, and k-NN. After 

that, the extracted features are used to classify the data. A better degree of accuracy in the diagnosis of PD disease 

is achieved by the utilization of the ensemble technique, which involves the combination of the three most 

effective base classifiers. As shown in Figure 1, the proposed PD diagnosis approach is consisting of following 

stages:  
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 Dataset Collection stage 

 Pre-processing stage 

 SIFT Feature extraction stage 

 Traditional Classification 

 Integrative Ensembled Techniques. 

 

 
Fig. 1 Architecture of Parkinson disease diagnosis 

A. Dataset Collection  

 The dataset used for early PD detection in this article is based on speech sounds, which is known as 

Parkinson's disease (PD). Max Little of Oxford University created it and donated it to the UCI Machine Learning 

Repository. The data set is widely considered by medical experts to be among the most efficient ever collected, 

organized, and analyzed. Many researchers have developed and evaluated automated algorithms using this 

dataset. Many researchers and others who are interested in early PD diagnosis still hold this objective in high 

regard. There are 195 biological sounds in the speech signal collection; 48 of them are considered healthy, while 

147 are exclusive to patients with Parkinson's disease (PD) [22]. The voice measure and its interpretation are 

described in the first table, which presents 23 features derived from speech signals. Figure 2 highlights the aspects 

of the patient information related to Parkinson's disease. 

The information contained in the Parkinson disease dataset is divided into two distinct portions, namely for 

training and testing purposes. It is demonstrated in Figure 3 that 75% of the datasets pertaining to PD diagnosis 

are utilized for training purposes, while the remaining 25% are utilized for testing purposes.  

B. Dataset Processing 

The processing of vast volumes of data is necessary to make sense of the information. The use of data analytics 

is one of the most important steps that must be taken to ensure that future initiatives will be effective.  
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            Fig. 2 Attribute information of PD disease 

 

 To begin, it is necessary to produce data by completing any missing values, removing any outliers, and 

removing any duplicates.  Second, it is essential to validate the data to ensure its completeness and consistency. 

Since there are as many rows as there are unique column values, we found that the dataset does not include 

duplicate values in this article. All of the features are continuous "numerical variables" kinds, with the exception 

of the "status" feature, which is a binary categorical kind. The kind and degree of the faults detected in the data 

processing operations dictate the actions to be taken to rectify them. Some examples of what this involves are 

filling in missing numbers, handling outliers, removing duplicates, and investigating and correcting data-

validation mistakes. For reliable research, it is essential to ensure that the data is both full and of high quality. 

Figure 4 shows the Parkinson disease dataset with all of its variables and the range of possible values for each. 

 
Fig. 3 PD disease dataset split up 

C. SIFT Feature Extraction 

 David Lowe was the first to introduce the scale invariant feature transform [23]. This is accomplished by 

means of an image search for interesting locations and the provision of local descriptions that shed light on the 

immediate area. After processing the image using the Difference of Gaussian (DoG), the first step of this method 

is to find extrema in the image. It filters the input picture at different sizes and then gradually decreases the 

sample size to achieve scale invariance. After that, we compare the pixels. It is also examined along with the 

lower and higher levels that are immediately next to it. Possible key points are adjacent pixels that are either the 

highest or lowest value in the set.   
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Fig. 4 Value ranges of PD Disease 

 

 The next step in selecting the "best" options is to conduct a more thorough examination of the primary 

subjects. There is solid groundwork for all of the key themes. We removed areas with low contrast and unstable 

edges. Afterwards, each remaining critical point is given an orientation. This method relies on near-pixel gradient 

orientations. The values are weighted according to the gradient magnitudes. With the generated points, feature 

vectors—sometimes called descriptors—are built. This computation makes use of the 16x16 neighbourhood that 

is immediately surrounding the pixel. The directions and magnitudes of the gradients in the neighbourhood may 

be calculated. There is a Gaussian distribution applied to the weights of these values. Under these conditions, the 

orientation histograms are generated independently for every sub-region. An output vector of 128 values (16 x 8) 

is generated by the entire process. 

D. Traditional Classification 

A wide variety of traditional categorization methods have been utilized for the purpose of diagnosing 

Parkinson's disease. These methods make use of a variety of characteristics that have been gathered from 

medical literature. Clinical examinations, imaging studies, and demographic information are all included in 

these characteristics. A total of five conventional classification approaches, including SVM, DT, kNN, LR and 

NB classifiers, have been extensively utilized in this work. 

E. Integrated Ensembled Techniques 

 Ensemble categorization is often called "learning by groups." It improves classification system 

dependability. The ensemble model [24] can combine learners that are barely better than a random guess into 

strong learners that can make accurate predictions. Ensemble classifiers generalize better than base learners. 

Ensemble classifiers are typically supervised learning algorithms because they may be learnt from existing data 

and applied to new data. Ensembles consist of generating basis learning and integrating base learners. An 

algorithm like a decision tree, neural network, or other machine learning technique uses a base learner created 

from training data. In picture recognition, medical diagnosis, and illness classification, ensemble classifier 

techniques have increased performance. This article focuses on classic ensemble techniques: voting, bagging, 

boosting, and stack generalization. Ensemble classifiers are typically used to improve PD disease diagnostic 

performance and prediction. 
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IV.  EXPERIMENTAL RESULTS AND DISCUSSIONS 
 This ensemble model was built using Python and the Anaconda IDE. It uses AdaBoost, Bagging, soft 

voting, and weighted voting. Max Little of Oxford University utilized the model to analyze data from the PD 

illness dataset available in the UCI Machine Learning Repository. Of the 195 biomedical sounds included in the 

speech signal collection, 48 are for healthy individuals and 147 are for those with Parkinson's disease (PD). There 

is a clear demarcation between the datasets used for training and testing. Training the ensemble model's sample 

features is what the training stages are all about. Using the training datasets, you will attempt to forecast the result 

of test data during the testing phases.  

A. Results and Discussions 

 An evaluation has been performed on the efficacy of basic classifiers, including SVM, DT, LR, k-NN, 

and NB classifiers within this domain. The average values of accuracy, precision, recall, and F1-score for each 

base classifier were assessed and shown in Table 1 and Figure 5. The SVM models achieved the highest 

performance accuracy, attaining 91.2%. The DT method with k-NN model attained the second highest 

performance level, achieving an accuracy rate of around 88%. The naïve Bayes classifier had the lowest 

classification performance among the five fundamental classifiers, attaining an accuracy rate of 81.2%.  

 

Table 1 Performance Analysis of Base Classifiers  

S. No. Base Classifiers Accuracy Precision Recall F1-Score 

1. SVM 91.5 90.7 90.6 90.7 

2. Decision Tree 89.4 89.1 89.5 89.3 

3. kNN 87.1 86 86 86 

4. Logistic Regression 85.7 85.6 85.1 85.3 

5. Naive Bayes 83.9 83.7 83 83.5 

 

 Furthermore, it is essential to include individual or fundamental classifiers with other classifiers in 

order to maximize the effectiveness of these classifiers. Within the context of our collaborative efforts, we have 

successfully articulated a collection of five distinct ensemble learning models. Within the framework of the 

SVM classifier, the bagging approach has been utilized. Within the framework of the SVM classifier, the 

Adaboost methodology has been included. In the context of the weighted voting method, we have utilized an 

ensemble approach that is comprised of three fundamental classifiers. These classifiers are the DT, the kNN, and 

the SVM. In the end, the approach of majority voting makes use of a collection of fundamental classifiers, such 

as the DT, the kNN, and the SVM. 

 The performance of several ensembling techniques on the base models is presented in Table 2 and 

Figure 6. These strategies include SVM-Linear, decision tree, kNN, Logistic Regression, and naïve bayes. The 

data shown in the table indicates that the ensemble models have a higher level of performance, even though the 

individual base classifiers have a somewhat lower level of performance. In addition, it was discovered that the 

implementation of the majority voting technique by utilizing decision trees, MLPs, and SVM-Linears resulted in 

the highest accuracy of 95.3%.  

On the other hand, the bagging method that was utilized in conjunction with Random Forest produced the lowest 

accuracy amounting to 91.25%. On the other hand, it outperforms each of the five fundamental classifiers that 

were investigated. 

 

Table 2 Performance Analysis of Ensemble Classifiers  

S. No Integrated Classifiers Acc. Prec. Rec. F1-Sc. 

1. SVM + AdaBoost  93.15 93.1 93.4 93.2 

2. SVM + Bagging 92.25 91.75 91.5 91.6 

3. kNN+ DT + SVM + MV 93.50 94 94 93 

4. kNN + DT + SVM + WV 95.3 95.2 95.4 95.3 
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Fig. 6 Performance comparison with proposed ensembled approaches 

 

V.CONCLUSIONS 
 Identifying and predicting Parkinson's disease through speech signal analysis presents significant 

challenges due to the complexity and variability of frequency patterns. This study demonstrates that ensemble 

learning, particularly the majority voting approach, enhances predictive performance compared to traditional 

single-model classifiers. Among the ensemble methods evaluated—Adaboost, Bagging, Majority Voting, and 

Weighted Voting—majority voting achieved the highest classification accuracy, while Adaboost underperformed 

relative to the others. Despite this, ensemble models outperformed strong individual classifiers such as Support 

Vector Machines and Naïve Bayes, indicating the robustness of ensemble strategies in this domain. Future 

research will focus on integrating deep learning and ensemble deep learning frameworks to better handle large-

scale datasets. Additionally, efforts will be directed toward optimizing training time through GPU acceleration, 

thereby improving scalability and computational efficiency for real-time applications. 
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