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ABSTRACT: Blood glucose prediction and management is essential for preventivediabetes management. The 

continuous glucose monitoring (CGM) system represents a valuabletool for closely monitoring and reacting to 

patient’scurrentblood glucose levels and trends, and thusithelps patients to better manage theirinsulin 

distribution. The data obtained by the CGM system can beused to train machine learningmodels to predict 

future blood glucose levels. In thispaper, wepresent an approachbased on recurrentdeeplearningmodelstrained 

in an end-to-end fashion to predictblood glucose levelsfrom CGM measurements.  
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I. INTRODUCTION 
Diabetes mellitus represents a chronic metabolic disorder that results in an abnormal blood glucose 

level that might lead to a considerable complication for a human system, and it can significantly reduce the 

quality of life, as well as the life expectancy of a patient. According to the research published in [1], patients 

with diabetes have an increased risk of morbidity and mortality compared to a healthy person.  

With an increasing number of people with diabetes, diabetes is considered as severe chronic disease that 

requires long-term management of blood glucose levels. The standard approach for controlling diabetes is to 

measure the blood glucose (BG) levels of the patient several times a day, by taking a blood sample from the 

fingertip. The recent advances in technology have led to the design of devices for the continuous measurement 

of blood glucose levels (CGM). Such devices can measure blood glucose levels every 5 minutes [2].   

Further improvement in the process of controlling blood glucose levels is possible with the help of 

prediction. Blood glucose prediction is the process of predicting blood glucose levels by taking into account the 

patient's previous and current condition, mainly to avoid complications caused by hyperglycaemia or 

hypoglycaemia. Many factors can affect blood glucose levels, and some of them are: a carbohydrate intake, a 

recent insulin injection, physical activity, diet, stress levels, sleeping patterns, medications, the presence of an 

infection in the body, allergies, altitude and others. The ideal predictor of blood glucose levels should 

incorporate as much information as possible to effectively predict glucose levels. This makes predicting the 

short-term blood glucose changes (up to a few hours) a challenging task, and development of machine learning 

approaches imposes as an obvious approach for improving patient care. So far, various statistical and machine 

learning methods have been proposed for blood glucose prediction and they mainly focus on the short-term 

predictions based on the obtained values from the CGM devices or in combination with the information about 

the insulin dose and/or meal intake.  

Early research in the field of blood glucose prediction was focused on the use of autoregressive models 

[3, 4]. For example, in [5], the classical statistical method, i.e., autoregressive integrated moving average 

(ARIMA) model-based algorithm, was used for blood glucose prediction in 30 to 60 minutes prediction 

horizons. The use of the support vector regression (SVR) in predicting glucose up to 120 minutes prediction 

horizons for type 1 diabetes was presented in [6], while in [7], a generic physiological model of blood glucose 

dynamics was used to generate informative features for a SVR model trained on patient specific data.   

Artificial neural networks (ANN) and neuro-fuzzy systems were proposed for prediction of the blood 

glucose level in several research [8-10]. In [9], for example, a feed-forward neural network is designed with 
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eleven neurons in the input layer (corresponding to variables such as CGM data, the rate of change of glucose 

levels, meal intake and insulin dosage), and nine neurons with hyperbolic tangent transfer function in the hidden 

layer. The network was trained with the use of data from 17 patients and tested on data from 10 other patients 

for a 75-min prediction horizon. Recurrent Neural Networks (RNNs) have shown its capability in prediction of 

glucose levels [8], but the major challenges in designing such systems using classical RNNs is their limited 

capacity to learn long-term dependencies, because of the vanishing or exploding gradient problem.  

Deep learning methods have shown superior performance compared to traditional machine learning. 

This is due to their ability to automatically extract and learn relevant features with higher complexity and 

representations from the training samples in order to accurately predict the blood glucose. For example, in [11], 

a convolutional neural network (CNN) model was proposed to predict future blood glucose levels. The model 

was a modified version of WaveNet. Within the deep learning framework, RNNs are typically implemented 

with Long Short-Term Memory (LSTM) units that provide a gating mechanism enabling the RNNs to preserve 

in memory events further in the past [12-14], but there are some researches, for example in [15], where the 

convolutional RNNs are investigated for BG prediction. 

In this paper, we focus on using a single layer LSTM and stacked LSTM deep learning neural network 

to predict blood glucose levels based on CGM measurements. Different prediction horizons observed. 

Developed models prediction accuracy evaluated by the root mean square error and Pearson correlation 

coefficient. It was confirmed that stacked LSTM network gave better results than single layer LSTM in each 

prediction horizon. 

The remainder of this paper is structured as follows. The variations of LSTM are introduced in Section 

1. The dataset and training process are described in Section 2, while the evaluation and results are presented in 

Section 3, and finally conclusions in Section 4. 

II. LSTM NETWORK  
Traditional RNNs can easily learn short-term dependencies, but they have difficulties in learning long-

term dependencies due to the problem of vanishing and exploding gradients. The Long Short-Term Memory 

(LSTM) network is a type of RNN [16] widely used for various sequence prediction and sequence labelling 

tasks, because of its superior performance in accurate modelling of both short-term and long-term data 

dependencies. 

LSTMs are designed to avoid the problem of long-term dependencies. Remembering of the information 

for a long period of time is practically their default behaviour. If we compare LSTM networks with RNN 

networks, we can see that LSTM, same as other recurrent neural networks, have the shape of a chain of 

repeating modules of a neural network. In standard RNNs, this repetition module will have a very simple 

structure, such as a single tanh layer. 

LSTMs consist of memory cells with a cell state that represents a memory of the cell and maintains the 

information through time, and a gate structure that controls the flow of information. The structure of the LSTM 

cell is shown in Fig. 1. 

 
Fig. 1LSTM cell 
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The state of the cell passes through theentire chain, with only some minor interactions, which allows 

the information to pass unchanged through the structure. Each arrow carries an entire vector, from the output of 

one node to the input of another node. Pink circles represent operations at points, such as vector addition, while 

yellow frames represent learned layers of the neural network. Merging arrows indicate joining, while separating 

arrows indicate copying the contents of one node to another node. 

An LSTM is an RNN where the cell at each step t contains an internal memory vector 𝑐𝑡 , and three 

gates controlling what parts of the internal memory will be kept (the forget gate 𝑓𝑡 ,), what parts of the input that 

will be stored in the internal memory (the input gate 𝑖𝑡 ,), as well as what will be included in the output (the 

output gate 𝑜𝑡 ,). A 𝜎 and 𝑡𝑎𝑛ℎ are the activation functions, the former is the sigmoid function and the latter is 

the hyperbolic tangent function. LSTM protects and controls information in cells through gates. Each gate has 

its own parameters, biases and weights. The inputs to the gates are the input vector, 𝑥𝑡and the previous outputs 

(hidden states) ℎ𝑡−1 ,. In order to compute the new internal memory ct and the cell output ℎ𝑡 , at each step, 

following expressions are evaluated. 

 𝑓𝑡 = 𝜎 𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓  
 

(1) 

 𝑖𝑡 = 𝜎 𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖  (2) 

 𝑐𝑡 = 𝑓𝑡 · 𝑐𝑡−1 + 𝑖𝑡 · 𝑡𝑎𝑛ℎ 𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐  (3) 

 𝑜𝑡 = 𝜎 𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜  (4) 

 ℎ𝑡 = 𝑜𝑡 · 𝑡𝑎𝑛ℎ 𝑐𝑡  (5) 

The matrices 𝑊𝑓 , 𝑊𝑖 , 𝑊𝑐 , and 𝑊𝑜  are the weight matrices that are applied to the LSTM cell input, while 

𝑈𝑓 , 𝑈𝑖 , 𝑈𝑐  i 𝑈𝑜  are the previous output weight matrices, i.e., the peephole weights, and 𝑏𝑓 , 𝑏𝑖 , 𝑏𝑐  and 𝑏𝑜  are the 

biases (bias vectors). Each gate in the cell has a specific and unique function. The forget gate 𝑓𝑡  determines 

which information can be carried to the cell from the previous output of the LSTM cell. Input gate it acts on the 

previous state ℎ𝑡−1, after being modified with forget gate, and decides how much the new state ℎ𝑡  should be 

updated with the new candidate. To produce the result ℎ𝑡 , the cell first filters its current state with nonlinear tanh 

function. After that, the output gate 𝑜𝑡  selects the part of the state to be returned as the output. Each gate 

depends on the current external input 𝑥𝑡  and the output of the previous cells ℎ𝑡−1. 

From the previous expressions it is possible to notice that in LSTM the issue of the vanishing gradient 

does not occur, due to adding forget, input and output gates which produce paths where gradients can flow more 

constantly in longer-term without vanishing. 

In practice, the update and forget gates are never fully open or closed due to the functional shape of the 

sigmoid, which saturates only for infinite values. As a result, even if long-term memory in LSTM is 

significantly improved compared to the traditional RNN architectures, the content of the cell cannot be kept 

completely unchanged over time.  

As a potential approach to improve the LSTM network performance, one can try to increase the depth 

of the model architecture by employing the stacking technique [17]. The structure of the stacked LSTM network 

is shown in Fig. 2. 

 
Fig. 2Stacked LSTM network structure 
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LSTM networks are trained by the Backpropagation through time algorithm (BPTT) [18]. In order to 

complete the neural network algorithm, it is necessary to calculate the gradient of the error function. An 

algorithm known as Error backpropagation (Backprop), devised in the 1970s, was first introduced into neural 

networks in 1986 and has remained the most common form of calculating the loss function gradient ever since. 

In the network learning process, it is initially necessary to determine the derivatives of the error function in 

relation to the weights and thresholds, and using the backward error forwarding algorithm, this procedure can be 

easily implemented in computer programs. In the second phase, these derivatives are used to adjust the weights. 

Gradient-based learning requires a closed-form relationship between model parameters and loss 

function. This relationship allows the spread of the gradient data calculated on the loss function to the model 

parameters, in order to change them accordingly. Although this operation is simple on models represented by a 

directional acyclic graph, such as an advanced neural network (FFNN), care should be taken when this is 

applied to RNNs, whose corresponding graph is cyclic. In order to find a direct relationship between the loss 

function and the network weight, the RNN must be represented as an equivalent infinite, acyclic, and directed 

graph. The procedure is called unfolding and consists of copying the hidden layer network for each time 

interval, obtaining a certain type of FFNN. 

The main difference of extended RNN compared to standard FFNN is that the weight matrices are 

limited to accepting the same values in all layer replicas, as they represent a recursive application of the same 

operation. Through this transformation, the network can be enabled by standard learning algorithms, originally 

conceived for advanced architectures. 

This learning process is called Backpropagation Through time, and is one of the most successful 

techniques adopted for RNN training. Although the network structure may initially be repeated indefinitely 

several times, in practice the unfolding is always shortened after a certain time. 

In this learning process called abbreviated BPPT, the folded architecture is repeated up to a certain 

number of steps 𝜏𝑏  with the upper limit of the length of the time series. 

 

III. EXPERIMENTAL SETUPS 
In this paper, we consider the problem of predicting future blood glucose levels using only previous 

blood glucose level measurements obtained by CGM devices provided in [19].  

A CGM device was used to collect data, at 5-min intervals, for each of the patients. Datasets used for 

model construction consist of 10000 samples, which are partitioned into training set to 80%, while the leftover 

data sets are used as the testing set.There are the same number of blood glucose level observations for each 

patient in the training and testing datasets. All input data to the LSTM have been normalized in the range of 0–1 

to prevent unforeseen results and to facilitate the proper learning of the neural networks. Normalization was 

done by subtracting measured value from the mean value of the collected data, and dividing obtained result by 

the standard deviation of the data.When training and testing the LSTMs, only historical windows with no 

missing values are used.The training sliding window size is 45 minutes (9 steps) as it demonstrated better 

performance than other window sizes. The prediction horizons (PH) are 15, 30 and 45 minutes.  

A number of hyper-parameters for the networks were explored and tuned to achieve the best results for 

our proposed models. The chosen hyper-parameters are: the batch size was set to 128, the number of training 

epochs was 250, LSTM hidden layer size was set to 200 for a single layer LSTM and 150 for a stacked LSTM. 

The initial learning rate for the stochastic Adam optimizer was set to 0.005.  

We tested several stacked LSTM models, but the best performances are obtained with the model 

consisting of two LSTM layers. The first LSTM layer provides a sequence output that is fed as input to the 

second LSTM layer. Both LSTM layers have the same internal architecture described earlier. The second LSTM 

layer was followed by a fully connected layer with a sigmoid activation function to predict BGL values. 

 

IV. RESULTS   
To evaluate performance of the developed models, the root mean square error (RMSE) and the Pearson 

correlation coefficient (PCC) were used. RMSE indicates the difference between the actual data, 𝑡𝑖 , and the 

predicted data, 𝑦𝑖 , and it can be calculated as: 
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(6) 

where N is the number of predicted samples. 

The second parameter used to evaluate models is Pearson correlation coefficient. This coefficient is 

 
𝑃𝐶𝐶 =

 (𝑡𝑖 − 𝑡 )(𝑦𝑖 − 𝑦 )𝑁
𝑖=1

  (𝑡𝑖 − 𝑡 )2𝑁
𝑖=1

  (𝑦𝑖 − 𝑦 )2𝑁
𝑖=1

 

 

(7) 

where 𝑡  and 𝑦 are the mean values of the observed and predicted data, respectively.  

The data from the output of the neural network were normalized to zero mean value and restored to 

their original form, in order to demonstrate the performance of the test data. Both LSTM networks, single layer 

LSTM and stacked LSTM, were used to predict the upcoming blood glucose levels for prediction horizons of 

15, 30 and 45 minutes. The value of RMSE and PCC are summarized in Table 1. The stacked LSTM network 

outperforms the single layer LSTM network in all PHs with respect to the evaluation criteria 

Table 1 RSME (mg/dl) and Pearson correlation coefficient 

Prediction horizon 

Single LSTM Stacked LSTMs 

RMSE PCC RMSE PCC 

15 min 3.9848 0.9909 3.5928 0.9921 

30 min 10.9306 0.9746 6.8138 0.9872 

45 min 12.5473 0.9659 8.926 0.9837 

It is difficult to compare obtained RMSE results with other published researches due to differences in the used 

database and the observed prediction horizons. However, comparing the same networks (single layer and 

stacked LSTM) applied to blood glucose prediction presented in [20], [21], it is possible to notice that obtained 

RMSEs are even better. Changes of blood glucose during observed periods of 15, 30 and 45 minutes, were 

shown in Figures3,4 and 5, respectively. 
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a) 

b) 

a) 

 

b) 

 Fig. 4Blood glucose level predictions for 30 minutes PH of:  a) single LSTM and b) stacked LSTM against the 

observed data 

Fig.3Blood glucose level predictions for 15 minutes PH of:  a) single LSTM and b) stacked LSTM against the 

observed data 
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V. CONCLUSION 
In this paper, we explore the effectiveness and potential of using different LSTM recurrent neural 

networks for the blood glucose level prediction. In general, LSTM networks have shown promising results for 

time series predictions because of their ability to catch information from complex time series data.  

Prediction accuracy was eventuated by RMSE and Pearson correlation coefficient. Obtained results 

showed better performance of stacked LSTM over single layer LSTM during each PH. However, increasing 

prediction horizon, the RMSE values for both the single and the stacked LSTM, increased. The best RMSEs are 

for 15 minutes prediction horizon. 

Therefore, future work will be related to improve presented models for longer period of prediction as 

well as to develop and test other type of deep learning neural networks.  
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